自动瞄准的过去、现在以及未来
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## .总述

自动瞄准，年纪轻轻，就已老态龙钟。

# 过去

很多人认为自动瞄准诞生于2017年，因为那一年能量机关只得自动激活，而那一年以前的资料则又稀缺而不可考据；但事实上，自动瞄准与自动单位一并诞生于2015年。自动瞄准真正被发扬光大是2019年：这一年，搭载第二代自动瞄准系统（工业相机、卡尔曼滤波、数字识别）的二代步兵，把使用第一代自动瞄准系统（USB相机）的一代和二代步兵，彻彻底底地碾在车轮下。从年龄上看，从2017年到2021年，第二代自动瞄准系统才3岁，尚且年轻，但其成长状况又与之自相矛盾。

2017年，大疆开源了其自动瞄准系统的程序：使用BGR色彩空间，通过红色通道和蓝色通道的颜色值相减，来过滤出需要的颜色的区域，对这些区域进行边缘检测，筛选包含两个小轮廓的外轮廓，再用旋转矩形匹配这些轮廓，从而得到这些轮廓的几何特征，对这些特征进行计算和筛选，从中匹配出能够组合出装甲板的灯条，再对其外接矩形进行特征匹配和筛选，最终选择一个面积最大、最接近中心的“最合适的装甲板”——这就是“几何阈值法”的鼻祖。2018年，大连交通大学使用三个USB相机构建了地盘双目、炮管绑定单目的相机系统，并在几何阈值法中加入了角度解算、数字识别，使得识别准确率大大提升，并且双目系统能够提供三维的目标坐标，从而辅助云台打击角度的计算。从结果上来看，大连交通大学的方案的打击效果非常好；同年也有很多学校使用这样的双目系统。但是在2019年，价格高昂、性能优异的工业相机的广泛引用，使得双目方案多数被替换回了单目方案，理由很简单：并非所有的学校的技术都足以从双目中受益、工业相机高昂的价格使得双目方案的造假过高、单个工业相机方案的性价比远超双目普通相机方案。2019年“几何阈值法”的代表是上海交通大学，在这一年，大部分大学都已经认识到了“几何特征法”实际上是“几何阈值法”，其核心关键在于几何特征的选择和阈值的设定；同期，视觉组研发人员们也有意识地开始研究三灯条、四灯条难题，也有越来越多的人意识到：几何阈值法的核心，几何特征和阈值，已经近两年没有变化了；就连这些难题的解决方案——挑选几何特征、调整阈值，也近两年没有变化了。

换言之，几何阈值法已经近两年没有发展了：人们在做的，只是调整。但这不足以成为宣判几何阈值法“死刑”的理由；真正的理由是：在这两年的时间里，几何特征法最大的弊端，也没有变。

几何特征对于光照具有极高的依赖性，当曝光时间过长时，灯条过曝会加重，从而导致灯条和场地在画面中具有相同的亮度，而这会直接重创几何阈值法的根基——灯条识别。因而，要么选用贵的离谱的相机，要么降低相机的曝光时间，而这么做也不是没有代价：画面整体会变得昏暗，甚至于除了发光、反光物外都几乎不可见的程度。而且战斗单位主体本身也是黑色的，这会导致单位的轮廓等信息几乎不可用。而且就算是同一个地方，每天的光照情况、场内氛围光的情况，也很难是一致的；这一是要求开发人员选择颜色条件的时候，要考虑排除氛围光的干扰，二是要求几乎每天调整一次阈值。而很可惜的是，研发人员研究几何阈值法已经接近两年了，尽管每个学校都积累了自己独特的选择几何特征的经验，但对于几何阈值法正确率较低、阈值难于确定等问题的解法，一直都没有质的飞跃。各项高级技术也受到了几何阈值法的影响，比如“反小陀螺”和“运动预测”。这些技术本身不难于实现，但在几何阈值法的观点中，画面只有概率的灯条和概率的装甲板，不借助时序很难确定哪些装甲板属于同一个战斗单位，单凭对二值化的灯条区域的几何分析，又很难单凭PnP解算出目标战斗单位的运动状态。

在过去的拓荒年代，这些都是几何阈值法的提升空间；但是这么些年后，这枯涸的泉眼已经无法给研发人员提供名为希望的甘露了。

## 现在

在2019年赛季，我队视觉组研发了自有版本的几何阈值法，但是选择的几何条件和设定的阈值过于宽泛，导致最终的解决方案是相机的曝光和光圈均设置得只能看到近处的灯条；在2020年赛季，视觉组的任务是移植上交在2019年开源几何阈值法。经过2020年一整年的研究和解析，我队视觉组已经实现了独立研发的几何阈值法版本 “Prometheus” 系列（P系列），而实现方案也极其地简单且高效。

只有知道几何阈值法的优点与缺点，才能够做到扬长避短；而其优点，是开发简单、运行速度优异，缺点的根源，是难以快速确定合适的阈值。“Prometheus Mk.1”（后称“P1”）以长宽比为核心特征，结果不适合应对旋转目标；“Prometheus Mk.2”以角度为几何特征，结果旋转矩形法匹配所得的角度的不稳定，直接导致装甲板识别结果不稳定；经过对前两款的优缺点的分析，后推出了更加纯粹的几何阈值法版本“Prometheus Mk.3”，该版本不进行任何复杂的几何特征计算，只使用最简单有效的几何特征去筛选目标，并且随附可视化的实时参数调整工具，使得阈值设定的流程变得极为快速高效。

P3的出现可以说是划时代性的。这种划时代性体现在三个方面：一是阈值法最大的弊端——阈值难以确定、因而正确率低的问题，被可视化实时调参工具的出现而近乎完美地解决了；二是可视化实时调参工具的出现，极大地增强了几何阈值法对于不同光照环境、不同镜头的适应性，从而近乎完美地规避了几何特征法泛用性差的问题；三是可视化实时调参工具，降低了几何特征法的使用门槛，从而使得不具备高性能、高检出率自动瞄准系统的队伍，能够在拿到该系统后的数日内，快速具备与设备高度适应的自动瞄准能力。

但可视化校准工具的出现，并非标志着几何阈值法即将进入鼎盛时期的黎明；相反，更像是几何阈值法的丧钟。从2020年开始众多视觉水平较高的高校纷纷转向以机器学习为首的第三代自动瞄准系统的现象来看，几何阈值法即将普及、并同时走入升级优化的死胡同。

正如几何阈值法结合工业相机最初只被少数队伍研发，并随后被战斗胜利带向四面八方一样，各种迹象都在表明，当初的几何阈值法的先驱者们都在走向半机器学习或全机器学习的道路。比如上交的哨兵，2021赛季采取的方案是，使用几何阈值法识别图片，生成训练集，并使用这些训练集来训练神经网络。当然，结合的方法还有很多；甚至不使用机器学习的方法也有很多，比如以运动检测和运动追踪为核心、以双目视觉的立体空间感知为核心等。

但这次“技术大拓荒”与上一次不同的是，几乎所有的队伍都明白：先掌握次世代技术的队伍，可以爆锤未掌握的队伍。同时，随着各种战术需求的产生，视觉组也逐渐“偏离”最初的“视觉组”。

# 未来

就如同大家普遍认识到了当下自动瞄准优于人工瞄准一样，可以预见，在未来的某一天、也许就是2021赛季，人们同样会发现自动取弹药箱、自动驾驶等在某些方面同样占有压倒性优势。

理由是极其简单的：机器，拥有人类无法靠经验匹敌的反应速度、动作精度；而其唯一落后于人类的，就是智能和决策深度。也就是说，在操作手无法得到极其充分的练习、智能技术相对较完备的队伍中，在较为依赖反应速度的方面，智能系统对于人类的控制具有压倒性的优势。

除此以外，2020年开始的比赛规则赋予了智能系统更多的优势：比如操作手之间没有心电感应，但单位间可以进行较高速度的通信，凭借以雷达为核心的战术数据网，可以做到单位与单位间共享信息、直至做到无死角地预警周边环境，从响应速度上提高单位的战斗能力；再比如血量、枪口热量、功率等高到夸张的全自动步兵，在一对一的战斗中可以无悬念地爆锤普通步兵；而在论坛等交流平台上，大家则畅想了智能系统更多的可能：主动让底盘棱角面对敌方枪管的主动防御、雷达和哨兵的协同防御、自动步兵的自动巡逻与支援……

正如2017年的大能量机关，主办方在规则中设置的一切都在暗示同一个方向：智能化、网络化、一体化；即便没有如此的暗示，所有人也都在不同程度上意识到了这个大方向，因为机器控制机器比人控制机器有着明显的优势：更完全的状态掌握、更实时的运动控制；而阻碍这个潮流的壁垒，如智能程度等，在近年来飞速进步的算法和运算设备的攻势前逐渐瓦解。未来的方向是如此的明显、如此的简单：人将负责决策，机器将负责执行，各司其职、各取所长。

在这个大方向下，自动瞄准的技术体量、战略地位不会萎缩，但同时，它却不会再独立地作为一个关键技术，而是成为一个更高层次的系统的一部分——智能感知的一部分。

智能化需要单位周边、战场环境的战斗数据，而仅靠自动瞄准去定位装甲板的位置是远远不足的，这样的需求不仅需要知道敌方单位的位置，还需要知道该位置上地方单位的类型、运动状态、可能正在进行的动作，以及我方单位的位置、运动状态和可能进行的动作。作为整个智能系统的基石、数据输入的唯一来源，智能感知只有做到并且做得更多，才有可能使得智能系统发挥出其真正应有战斗力。而无论其可行的实现方案是什么，都可以确定这样一点：专攻灯条的几何阈值法不会位列其中。

从这样的角度看，以几何阈值法为核心的自动瞄准已经完成了其历史任务，但却无法再继续满足未来的需求了。接下来，目光不能只放在灯条上了——我们需要看的更多，我们需要“感知”。

# 下一阶段发展方向

尽管几何阈值法的未来已经是板上钉钉的事，但目前仍有很多高校尚未掌握几何阈值法的精髓也是不可否认的事。更何况，P3作为几何阈值法具有划时代意义的系统，在面对第一代瞄准系统和不完善的几何阈值法时仍具有压倒性的优势。所以，在短期内，视觉组不会放弃维护使用几何阈值法的系统；但是，同样也可以确定，P4将会是最后一版使用几何阈值法的系统，而这，也是发展的必然。

正如广角镜头的作用被重新审视一样，自动瞄准的性能也在被重新审视。在过往，评价自动瞄准性能好坏的指标仍处于蒙昧状态，唯一有具体数字可读的项目只有寥寥几个：识别距离，和运行帧率。而至于识别距离，其界定标准更是模糊不清：也许是“能看到”，也许是80%的正确率等。虽然硬性标准必然是看枪管能否顺畅地跟随着装甲板运动，但软性指标的要求几乎只是帧率，即每秒钟处理了几次的图像。这点有着深刻的原因：因为电控组使用PID的方法控制炮台跟随目标，每秒接受的数据包数量越多，卡尔曼滤波等处理方法的效果就会越好。但事实上，帧率的要求如此之高的原因，在于现今自动瞄准的控制方式是实时控制，即使用识别出的目标坐标实时地调整云台角度，而云台角度的调整频率是500Hz，要提高总帧数，才能提高下位机调整云台的实时性。总而言之，帧率其实不是指标，下位机云台的实时性才是；提高控制效果的方案不只有提高总帧率，尝试研究并使用指令式控制方式也是解决方案之一。

从实时控制到指令方式必然是未来的大方向，这一点也是非常好理解的。自动瞄准、云台控制、发射系统，结合在一起，归根结底只有一个目标：让弹丸命中目标。注意，是让弹丸命中目标。

在自动瞄准相对较长的发展史中，弹丸总是最后一个阶段的测试和调整内容，在这之前，总是以激光红点取代弹丸——这一点其实也好理解，只有瞄的准，才有可能打的准；因而，总是要求红点持续跟踪装甲板的正中央位置。但是在过去数年的发展中，尽管“提前量”和“补偿角”在最初就被提出，但我们几乎所有人还是忽略了一个事实：红点跟随和弹丸命中是表面相同、根本不同的两件事。、

如果我们能够以激光红点跟随装甲板的中心位置，就能做到以激光红点跟随相对于装甲板的任意位置，比如考虑了提前量和补偿角的位置。在实时控制下，激光红点应当实时地跟随这些位置，从而在任意时刻发射弹丸，弹丸能命中正好达到这些位置的目标。

但事实上，跟随并不是从头至尾的要求——至少第一发弹丸需要的不是跟随，而是“截击”，而且，首发跟随抑制了自动瞄准的性能发挥。自动瞄准总是能在13ms以内找到目标在整个摄像头画面中的位置，而目标并不总是在当前云台指向位置附近，云台指向精准地抵达该位置，总是需要百毫秒级别的时间；云台运动的速度，即使肉眼无法察觉，事实上也是经历了加速-高速-减速的过程，才能做到精准指向，而不至于未达或过调；而在这个加速-高速-减速的三阶段过程中，强行提高高速阶段的占比，极易容易导致云台过调，其指向在目标附近高速抖动；唯一的解法是增大单次运动路径：总运动路径相同的情况下，单次运动路径越长，单次高速阶段占比就越大，相应地总用时就越短。而事实上，云台首次指向目标，总是要经历较长的总运动路径，而若该阶段使用实时控制，则云台总是试图逼近目标13ms（启用卡尔曼滤波后2ms，具体取决于云台控制频率）的位置，而该位置总是在不断变化，因而云台总是无法长时间处于高速运动阶段；继而导致虽然云台的运动速度上限事实上很大，实时控制时却总是无法追上目标的位置——因为速度总是根据需要的运动路程确定的，速度过快，则会在目标点附近“振荡”，反之，速度过慢，则总是追不上目标。

但是，云台需要一直跟随目标的某个位置吗？即使弹丸的射频是40Hz（爆发优先，三级，400热量上限），相邻两发弹丸的时间间隔也有25ms；而在25ms里，自动瞄准系统已经识别出了2次坐标，云台已经控制了12次；而非常不幸的是，即使考虑到预测，这12个控制坐标里只有第12个这1次的坐标是有效的。这也就是说，云台事实上的每一次发射的工作流程应当是：估计出25ms（假设25ms内重叠了发弹的控制延时）后目标加上弹道补偿的位置，在这25ms里将指向运动到该位置，打出弹丸。别小看了这2ms和25ms的差距——在2ms实时控制下，要求25ms内的12个控制阶段的结尾阶段云台指向都是精准的；而在25ms实时控制下，只要求这最后的数毫秒内云台指向是精准的即可；而精准的代价，是受限制的速度。

在这25ms甚至42ms（全自动步兵，三级，240热量上限）里，技术能有哪些突破？至少，对于视觉系统而言，25ms足够完成一轮机器学习的识别的和分类，从而实现对视野内环境的感知，以及目标运动状态的识别，和使用复杂的弹道模型反解云台的发射角度，从而实现更为智能的打击点的选择、更为精准的命中。

因为常识中，帧率总是越高越好，因为这样红点才能更好地跟随装甲板；所以必然会有人对其做出质疑。可以肯定，这样的方案必然有代价，但代价，不会是战斗能力的降低。在这样的方案下，机械的供弹系统、电控的发射系统、视觉的瞄准系统，它们的稳定性的重要程度提高了不止一个档次；只要任何一个环节的出现了异常，比如供弹系统中的拨盘、弹路卡弹、空弹、发射系统的转速不稳定、瞄准系统的误识别，都会导致估计的打击点失效，从而弹丸无法精准命中。但这里也必须要指出，即使不采取这样的控制方案，这些问题也是要解决的、也是要避免出现的。如果不管怎样。最终目标都是避免这些问题出现，那可以说，这些不属于该方案需要额外付出的代价。

如果我们继续维持原来的“红点跟随”方案，要如何提高远距离的命中率呢？假如自瞄的帧率达到了200fps，即达到了相机的硬件上限，可以有效提高命中率吗？

这个时候自瞄反馈的是目标5ms前的坐标；但是从5ms到13ms这8ms里，目标能运动多少？有人也许会认为这8ms的运动偏差会积累，这种想法是错误的：摄像头捕获的画面总是1ms前的，自瞄处理后得出结果总是13ms前的，从摄像头捕获画面到得出这个画面的结果这12ms中所捕获的12个新的画面，都被丢弃了，并不存在排队的现象，自然也不存在误差的积累。总而言之，200fps、100fps、30fps的差别，在于结果是5ms前的结果、10ms前的结果和33ms前的结果，这最大28ms的时间差，在3m/s的运动速度下，体现的偏差是8.4cm。可能有人会惊呼不可接受：大装甲板的宽度只有23.5cm，而小装甲板的快递才14cm！但我们仔细来算一算这笔账，即使采用17mm发射机构的单位选择弹速优先，弹丸的速度为30m/s，8m的距离也需要弹丸飞行266ms；而若是选择爆发优先的15m/s弹丸速度，则需要弹丸飞行522ms！相对于距离预测这百毫秒级的飞行时间差估计，这26ms的估计几乎不算难题——如果这26ms的提前量都无法预估，则可以直接放弃8m外的动态目标的攻击。对于8m外的大能量机关，在266ms的时间里旋转了19.89度，在522ms的时间里旋转了39.77度！这也就是说，无论怎样，提前量估计都是无法绕开的技术；弹路通畅无阻塞、发射延迟稳定、射速稳定、自瞄坐标稳定，都是无法避免的、必须要达到的指标。而若我们的发射机构达到了这样单发命中8m外目标的能力，即具备了能够驾驭522ms的延时的对攻击系统的精准控制能力，驾驭命令式控制相对于实时控制那至多25ms的延时简直轻而易举。

总结一下：如果按照目前各大高校追求的方向，我们所追求的极致是不完全符合要求的极致：它永远无法保证对高速的、运动状态不断变化的目标的高命中率：要么抖动明显、要么无法跟随、要么这一要求只能在特定的距离满足，其他距离无法企及或是一塌糊涂。

而本部分希望强调的重点其实只有一个：供弹模块、发射模块、自瞄模块，其实构成了一个整体，而且也只能以一个整体的形式发挥作用，而这个整体就是攻击系统；而检验这一个系统的指标只有一个，就是弹丸能否命中；如果弹丸在结果上无法命中，那么这三个模块无论哪一个模块看上去表现甚佳，其实质上也只是花拳绣腿；而为了实现近距离、中距离、远距离一致的高命中率，对各个模块的指标也是一致的：稳定。稳定是连贯的基础、稳定是预测的基础、稳定是结果按照预测发展的基础。

在过往，对于这些模块的整体性认知一直处于蒙昧状态，对于预测系统的重要性和难度的评估也处于模糊状态，也并未实质上自觉地意识到提前量控制能力的需求高达500ms；因而，过往的对这些模块的评测指标一直是零散的、看似一环套一环但却缺乏整体性的。

虽然如此，但有一点事实上早就被感知到了：那就是最终要求是命中目标。在数年的各自为战、埋头苦干中，各个模块的指标成功地并显著地影响了发展方向，但既然今年实现了对这一历史根源久远的问题的再发现，那就应当再次强调一遍：终极要求是命中目标，而且是连贯的、精准的、以最高射频命中近、中、远距离高速、高变化可能的运动目标；而那些技术指标，都是确定了实现方案后，才根据作战需求确定的；若是技术指标限制了更接近终极要求的实现方案的发展，则是本末倒置。

因而又必须着重重申一点：作为攻击系统的一个环节的研发部门之一，视觉组的终极要求也是弹丸命中目标。在此要求下，所有的实现方案没有一个是固定的、必然的，只要存在更可能的、更接近终极目的的方案，视觉组就有义务、就有责任去研究实现；若是其他组忘记了终极目的不是纸面的参数，而是弹丸在实际上命中目标，视觉组就有义务、有责任重申这一点；而若无形的、墨守成规的惯常方案限制了这一终极目的的实现，视觉组就有义务、有责任解构其中不合逻辑、不合实际的“常识”。

归根结底，所有的组都是服务于战斗，而非服务于所谓的“常识”，也非所谓的“主流”。再此基础上，我们也更有底气去重申这一坚定且明确的结论：以几何特征法为主的传统自动瞄准死期将至，而未来，将是以视觉感知、运动状态识别为基础来实现的瞄准模块、供弹模块和发射模块三位一体的、协同工作的、高度智能的自动攻击系统的天下。
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